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ABSTRACT

We present an overview of the SignGuide project. Its main goal is to develop a prototype interactive museum guide system for deaf visitors using mobile devices that will be able to receive visitors’ questions in their native (sign language) with regard to the exhibits and to provide additional content also in sign language using an avatar or video, utilizing techniques from the field of computer vision and machine learning. The paper presents the basic ideas and technologies involved as well as some preliminary results.

CCS CONCEPTS

• Computing methodologies → Neural networks; Animation; Tracking.
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1 INTRODUCTION

Sign Languages (SLs) are the main means of communication for deaf people. The access to SL is essential for the fulfillment of basic Human Rights. However there is a shortage of interpreters, which undermines these rights. One of those rights is the access to cultural and educational content, like the content presented in museums.

The SignGuide project aims to develop a prototype interactive museum guide system for deaf visitors using mobile devices that will be able to acquire videos with visitors’ questions in their native SL with regard to the exhibits and to provide additional content also in sign language using an avatar or video.

Probably, vision is the only sensor modality that could be of practical use because (a) only vision can capture manual and non-manual cues, which provide essential information for the SL, (b) camera-equipped hand-held devices with powerful processors are widely available and (c) recent advances in computer vision and machine learning render SL translation a realistic option.

The SignGuide project aims to fulfill the following goals:

- Implementation of a mobile service that recognizes the user’s query in SL about the exhibition
- Implementation of a service that analyzes the previous query and retrieves additional content in SL relevant to the visitor query.
- Development of an avatar for the presentation of the additional material through SL.
- Development of accompanying material in such a way as to support retrieval based on free text queries.

The long-term viability of the suggested application will be achieved by (a) simple off-the-shelf equipment for users, (b) efficient implementation of the proposed algorithms, (c) simple installation, and (d) development of a business plan to enable the proposed system’s lifespan.

The consortium is composed of (a) The Signal Processing and Telecommunications Lab of the University of Patras as experts in machine learning, which is necessary for the recognition of GSL, and the Deaf Studies Unit at the same university, who will bring the users, the interpreters and the GSL experts, (b) the Computational Vision and Robotics Lab of ICS-FORTH, which will adapt their 3D hand model for tracking, and the Human Computer Interaction Lab of the same institute, who are developing the avatar, (c) the MLS Innovation Inc, who specialize in language technologies products,
and (d) the Archaeological Museum of Thessaloniki, who will install the system in their exhibition.

2 THE SYSTEM

Here, we present some related works, intended contributions and goals for the development of the proposed system.

**Related work:** The importance of interacting with deaf users in their native SL has been recognized by museums, and is mainly served by interpreters\(^1\). Applications that provide recorded content as short SL videos have been commercialized or explored and supported by a rather small number of museums\(^2\). Events for the deaf are organized at the British Museum and National Gallery, and multimedia guides are provided in the British SL\(^3,4\). The Vatican Museum offers scheduled tours of Italian SL twice a week, and there is also a possibility of multimedia tours using portable guides in American SL\(^5\). The Smithsonian American Art Museum organizes guided tours for deaf visitors, and the presentations have been videotaped\(^6\). Also, little research has been done internationally to close the loop of interaction between native SL users and online agents, and that is where the SignGuide interactive platform aims. Although museum stands or electronic guides via mobile devices support several languages for user interaction, SL is not included. The use of SL for interaction with electronic guides (a) significantly increases usability in people with severe communication difficulties and (b) does not disturb the museum environment in contrast to spoken language.

**Innovation:** For the first time in a museum environment, tools will be integrated that allow the complete communication of the deaf speakers of SL, closing the loop of interaction in their native language. SignGuide, unlike the usual approaches, proposes a system that allows the SL speakers to formulate their questions in SL. The system presents additional multimedia material related to SL speakers’ queries in SL too. The application is based on the latest developments in the field of machine learning and computational vision for the analysis of gestures and the dynamic synthesis of content. Relevant combined approaches are virtually non-existent internationally.

**Proposal:** The platform includes the interconnected software, tools, units (see Figure 1) that will be installed in the Archaeological Museum of Thessaloniki:

1. **Optical analysis tool for Sign-Language queries.**
2. **Content Retrieval Tool,** based on SL queries and will be combined with the knowledge base, from which it will draw content based on queries in SL. In addition, the knowledge base will communicate with third-party service providers and will receive the relevant data.
3. **User interface** on a “smart” device with the Android operating system. It will receive and send image-video-text data to the other subsystems and present the most relevant results.

(4) Virtual guide unit, integrated into the user interface, whose main functions are the conversion of text to SL (Text-to-SL) as well as modelling, drawing performance and the final rendering of 3D graphics (avatar).

(5) Exhibit tracking tool. It works with visual detection to correlate material search with the exhibit. Developed in the MuseLearn project and will be adapted \(^{33}\) to SignGuide, contributing to more natural user interaction.

The envisaged use scenario has as follows. The SL user enters the museum and installs the application on his/her mobile phone via a wireless network or is provided with a tablet with the application installed by the museum. In the beginning, he/she optionally enters some demographics for statistical purposes. Then, the user targets the exhibit of interest with the camera of the mobile device. The exhibit is recognized by the system using artificial vision and the user is given the choice to enter a query about the exhibit, the room, the time period, etc., in natural SL. The phrase is identified and semantically analyzed. The system presents the video/virtual agent to SL retrieving the relevant information and composing the relevant material. The user’s interest is extracted based on his/her feedback (number of clicks, content viewing time, etc.).

3 SUBSYSTEMS

In the following, we are going to present our approach to some of the key subsystems that we aim to develop.

3.1 Human tracking and SL translation

**Related work on visual monitoring of user’s body:** The problems of visual localization and monitoring of human body posture (hands, face, torso) are directly related to the understanding of SL. Such methods have attracted the interest of researchers in recent years \(^{14},\) \(^{26},\) \(^{31},\) \(^{27},\) \(^{18},\) \(^{3},\) \(^{6},\) \(^{38},\) \(^{37}\). Methods that assess the posture of the human hand can be categorized into discriminative and generative, as described, for example, in the publication \(^{31}\). The first category includes methods that learn a direct mapping from the visual data into the pose space and apply this mapping directly to the visual input. While they off-load costly calculations this way, their disadvantage is the limited estimation accuracy. In the second class of methods, i.e., the generative ones, the geometric model of the human hand is used as a structural element to formulate a problem of optimizing the parameters of the human hand pose. This approach usually has increased computational costs during execution compared to discrete methods but, on the other hand, allows the improvement of the hand pose estimation accuracy depending on the computational resources devoted to the solution of the optimization problem. Hybrid methods combine features of both the above categories.

Despite the recent advancements, e.g., \(^{31},\) \(^{27},\) \(^{18},\) \(^{3}\) crucial improvements are still needed. The main problem to be faced by methods applied to monitor gesturing hands is the speed and flexibility with which a hand can move \(^{14}\). Further problems include A) the initialization of the monitoring process as well as the re-initialization in case of failure of the monitoring, and B) the adaptation of the used model of appearance and hand kinematics to the respective user.

---

\(^1\)https://www.metmuseum.org/events/programs/access/visitors-who-are-deaf
\(^2\)https://signly.co/
\(^3\)https://www.britishmuseum.org/learning/access.aspx
\(^4\)https://www.nationalgallery.org.uk/visiting/access/deaf-hard-of-hearing
\(^5\)http://mv.vatican.va/3_EN/pages/z-Info/Didattica/MV_Info_Didattica_05_sordi.html
\(^6\)http://americanart.si.edu/education/asl/
**Related work on Modeling SL.** The works that achieved the best results recently were based mainly on two databases, SIGNUM (laboratory) [1] and PHOENIX [21] (weather reports in SL). However, there is no database for queries related to museum tours in SL, and it needs to be developed. In the problem of SL analysis, the ability of the neural networks was partially utilized. In [23], a categorization training was proposed using weakly characterized sequential data, by integrating a convolutional network (CNN) into an iterative EM algorithm, which, in combination with [22], significantly reduced the error. The paper [4] introduced a deep learning architecture, where the problem is decomposed into a subsystem sequence, the SubUNets. As input handheld images, the network first extracts spatial information via a CNN network and instead of HMM (as in previous works, e.g. [8]), a two-directional LSTM is introduced. [9] proposed a deep architecture with a three-step optimization process for weakly characterized data. The utility of (two-directional) LSTM networks was also exploited in [24], with the integration of a CNN-LSTM network in combination with a repetitively trained HMM model. As a continuation of the same technique in [25], more extensive experiments are performed, comparing different CNN network architectures. The state-of-the-art is by using a winner-takes-all and transformer networks [36].

Despite their usefulness, the above techniques are directly dependent on high-dimensional holistic data without taking into account the inherent limitations of the language or the physiology of the human body. Also, the training from SL data, given SL’s “richness”, creates a high need for a large volume of data. Hence, data-intensive approaches like ones mentioned above face difficulties in real settings.

**Innovation:** We suggest estimating and monitoring the 3D hand and body pose to identify (and synthesize) Sign Language queries related to a museum tour. We suggest the use of deep learning convolutional neural networks, taking into account possible hand-body layouts and linguistic limitations. We also aim to reduce the dimension of the problem by modeling the different channels of information (much lower dimension) separately with fusion then.

**Approach:** With the initial goal of hand monitoring for the recognition of SL gestures to museum visitors, we will proceed to the improvement of the hand monitoring method [27], which uses a hybrid approach, to specifically meet the requirements of this application. In particular, an effort will be made to improve the accuracy of the estimation, suitable for estimating SL gestures. Peculiarities of the approach to a museum are (a) the environment that will not be controlled because a museum is a public place (moving visual background, lighting) and (b) the possible need to model the SL with one hand since the other hand is most likely engaged in holding the device (c) extracting meaning from phrases rather than individual words. In addition, aiming at synthesizing GSL phrases with a virtual character, we will develop and apply a method of assessing a human body pose using a colour image as input. That will allow the extraction of information that can be used to compose phrases from the proposed virtual character.

More specifically, we will record sequences from hand, body, and face pose for use as input to the learning processes. Entering the process of locating hands and monitoring their pose are sequences of color images as captured by a color camera. Optionally, we can use a depth rating sensor (RGB-D camera) or stereoscopic images for training. In the advance (off-line) process, we will record predetermined gestures and estimate the observed poses using the available visual information (color, depth or stereoscopic pair), taking into account the possible hand/body poses. In the next step, the visual information sequences along with poses will be used as
input data for the learning process to specialize the point estimate process in the most common poses used in SL.

As part of the improved hand tracking method [27], the accuracy of hand observation can be improved by using depth data, using larger spatial and/or temporal analysis data, and using stereoscopic images. In the first direction, we can experiment with data from an RGB-D sensor, allowing us to train our models with the method of weak supervision. In particular, the availability of in-depth scene information can be used during the training, even if it is not available on the device when the trained model is used to assess a hand pose in the museum environment. This can be achieved by using in-depth information as an additional network learning goal during training and then ignoring this result at the estimation stage. (Depth information is critical for the isolation of the visual background, while input normalizations are expected to compensate for changes in lighting). Relevant works [3] have shown that this strategy can improve the pose estimation accuracy, as, indirectly, the network is forced to learn the 3D structure of the observed hands.

For large-scale SL modelling, it has been shown that the use of linguistic constraints such as hand layout, trajectory, and orientation can give good results [10]. Also, characteristics of the body or facial expression play an important role in semantics. We will try to integrate the relevant constraints in our model, such as Bayes prior probability, which is expected to bring the model closer to the optimal solution.

Also, the holistic representation of the features via convolutional networks is not necessarily the optimal one since the useful visual information concerns many independent channels both in the hands (pose, distance from the torso) and the face (expressions with the eyes, eyebrows and the mouth). Considering them as a single visual input through a monolithic vector of features extracted from a convolutional network facilitates the need to solve a high dimension problem, which generally requires a huge volume of relevant data, which is difficult to collect and annotate. Our approach aims to capitalize upon recent advancements (e.g., [36]) by treating separately different information channels using RNNs or sequence-to-sequence models (see Fig. 2).

3.2 Content retrieval based on queries in SL

Related work: Dynamic content retrieval for museum tours has not been sufficiently utilized. Much more, this applies to SL. For example, the Boston Museum of Fine Arts [15] has developed American Sign Language videos, which are used to guide 53 collections and 145 points and are statically associated with unique exhibits. However, systems for finding specific content in video files have been developed for many years. SQL languages can be used to express the requested content to be retrieved from a video library. A mechanism for composing relevant snippets from video files is used to present the results [17]. Similar systems have been proposed, such as the FrameQL query language used to identify desired video clips using machine learning techniques [19] and situation locating [2]. It seems that there is no comprehensive support system for dynamic content retrieval in museum environments for SL-supported tours. There are general-purpose museum item management systems, several static content systems, and far fewer and fragmented attempts at semantic query systems to locate the desired content.

Innovation: The proposed system will have the following innovations: (a) Organized multimedia content structure, which will enable integration in the result of retrieving SL video explanatory files or the ability to integrate avatar. (b) A query mechanism for locating suitable material from the database, composing and reproducing the material in an appropriate sequential format. (c) Investigation of methods of answering queries using machine learning.

Approach: The information about the exhibits will be stored in a database, while the exhibits’ information will be interconnected with the video files or corresponding texts that will be articulated by an avatar in SL. When the visitor moves into the exhibition, depending on which exhibit his/her camera is pointing at, on the screen of his/her device the appropriate material is displayed accompanied by a video in SL or avatar. An important parameter in the above structure is the interactive nature of the narrative, as the visitor, depending on the way he chooses to move in the exhibition, shapes the evolution of the narrative.

Emphasis will be placed on how to build content in a MySQL database, to support fast navigation and search on it as well as linking to relevant multimedia material. For this purpose, the technology for the MAIC trading platform developed by MLS [27] will be used, which will be adapted to the structure of SL. Using open-source internet technologies, the content will be accessed and retrieved from the database. Each piece of information will be mapped to a separate video file in SL or text to be spoken by the virtual guide. The particularity of the implementation is the fast stapling of answers in a single narration so that the visitor begins to see the video/avatar immediately and does not notice either the loading of the individual pieces or any delay or abrupt change during playback. That is, queries to the database will be made based on the search criteria and utilizing the properties of each exhibit and the accompanying material. Based on the results of the queries, the appropriate video files will be identified, the composition of which will be the complete narration for the visitor. Special emphasis will be given to the distribution of content and the processing that will be required for the production of multimedia presentations. More specifically, complex computing will be performed on the server and, the results will be transmitted over the network to the mobile device. Besides, in the user’s device, the framework of the application will be stored/installed, but only the content that the visitor recalls will be transferred to it. The presentations will be adapted to the size of the device (responsive design).

Based on user requirements we will seek to support the following semantic axes: Types of information: interpretive, explanatory, ability to observe detail, correlation with other objects in the exhibition or objects in other museums, placement in the original historical and useful context and environment, original form etc. Ways of connecting: alternative scenarios of visiting and linking multimedia information based on (a) thematic tours, based on one or more common features, such as historical period, type of objects, activity (e.g., daily life at home, social life, politics) (b) stories and narratives of historical or fictional figures about aspects of everyday life or important historical events (c) educational games, such as a lost treasure game where museum exhibits become key points of search. Use of standards such as CIDOC [11] for content

1https://maic.gr/
Figure 2: The extraction of skeletal information makes it possible to separately model much simpler different channels (shape, orientation, position, expressions) and then fuse them.

presentation and further dissemination. Ways of presentation: automatically, by entering an area or focusing on an exhibit, after selection, e.g. menu interaction, activation based on the visitor’s profile of interest, activation under conditions, if, e.g., a visitor stays in a place for a long time.

Finally, we will seek to improve/enhance the MAIC platform according to the above axes through the integration of natural language processing methods [32], with the aim of pre-automating the organization process (offline). We will explore chatbot architectures, e.g., ChatterBot\(^8\) and libraries like Natural Language ToolKit\(^9\) to develop generative models that will be able to learn from users’ queries without being rule-based. We will explore the possibility of a better question-answer correlation in real-time (online) through the submission of clarifying questions with active learning techniques, e.g., [7].

3.3 Virtual guide in SL

**Related work:** Virtual characters can be used for interaction through dialogue and gestures due to their innate ability to simulate verbal and non-verbal communication behavior (body motion and gestures). The use of virtual characters as personal and reliable dialogue systems - and especially in the area of sign language that lacks the audio information channel - poses a number of challenges, as it requires not only reliable and consistent movement and dialogue, but mainly non-verbal communication combined with coding emotional components in the way in which the entry into motion is translated by the virtual character.

In addition to modelling logic and creating intelligent behavior, which is an open field of Artificial Intelligence [20], the visual representation of a character includes his/her perceived behavior from a decoding perspective, such as facial expressions and gestures, and it also involves many open issues regarding physical communication [30]. In recent years, geometric algebra with the “Euclidean”, “Homogeneous” and “Conformal” models has attracted research interest, since such models can produce more efficient and smooth results than other algebras. Geometric Algebra is a mathematical framework that provides a simple and convenient mathematical model for representing the orientations and rotations of objects in three dimensions and offers the ability to formulate compact transformation algorithms. Conformal Geometric Algebra (CGA) extends the usefulness of 3D Geometric Algebra by extending the category of runners to include translations and expansions (uniform scaling). The rotors are simpler to operate than the Euler angles, more numerically stable and more efficient than the rotation panels for synthesizing transformations, avoiding the “Gimbal Lock” problem. Some CGA applications [12] involve rotation interference, retrospective ray detection for illumination, rotor rotation control and intersection control for collision detection and realistic shadow imaging.

Recently, extensive research has been conducted on the automation of SL movement so that it can be used by virtual characters. The ViSiCast and eSIGN projects [13] focused on developing an infrastructure for translating the text into semantic symbols. Using the text written in English as input, the system translated into written text in Sign Language (English-ESL). This kind of translation, however, is very literal and can cause unnatural results. Written sign language can be translated into symbols using the HamNoSys mark [16], which describes the symbols as positions and movements of both the hands and the rest of the body, i.e., the upper torso, head and face. This notation enables virtual playback, and the motion system is more flexible and reusable compared to others that use motion data or handmade animation.

Virtual Characters as interlocutors in Virtual and Augmented Reality environments begin to display impressive human abilities of natural dialogue. Virtual Characters of this kind have already been

---

\(^8\)https://github.com/gunthercox/ChatterBot
\(^9\)https://www.nltk.org/
used successfully in various fields. Especially over the last decade, there has been significant progress, including Ada and Grace, a pair of virtual museum guides at the Boston Science Museum [34]. Also quite successful are the INOTS and ELITE training systems at the Naval Station in Newport and Fort Benning [5].

**Innovation:** Creating virtual characters to present dialogues in sign language has special requirements regarding the realism of the illustration. In addition, due to the lack of audio information channel, emphasis should be placed on proper movement performance, which includes proper hand form performance through the movement of the virtual character-singer’s hands in space, as well as synchronization with posture (or movement) of the body and head, and/or facial expression. The combination of the above goes beyond the existing imaging techniques in various fields, such as for example the synchronization of lips with the speech that has specialized characteristics in relation to the traditional approaches. All in all, sign language is a very demanding field in terms of its realistic performance using virtual characters.

**Proposal:** We will focus research on the realistic simulation of virtual characters in real-time, through the realistic depiction of both the character and his movement (Figure 3). We will incorporate a variety of features such as movement, object handling, eye-focus, lip synchronization to represent lip expressions when signing, etc. The characters will be able to adopt a realistic anthropomorphic look or a cartoon appearance depending on the user group or the preferences of each user or the general characteristics of the user group. For this purpose, a real-time modular virtual character rendering programming framework will be implemented, which includes advanced imaging algorithms (separable subsurface scattering, ambient occlusion, image-based lighting and diffuse shadow mapping, etc.). For this purpose, a 3D game creation machine (Unity3D) will be used for export to multiple computing platforms. In addition, we will extend virtual character lighting models using the GPU [35] to be described using a more general framework of Geometric Algebra, [29], [28]. Autodesk’s most popular 3D Studio Max (or 3Ds max) software will be used to design the 3D character (virtual avatar), covering the needs for realistic design, with the addition of lights and shadows. The character and its 3D environment (3D MODELLING) will be designed, while then the skeleton for its movement (rigging) will be created. Rigging is a difficult and demanding technique, and the frame that is made during it (i.e., the rig) must be subjected to frequent tests to check its proper operation on the 3D final model. In the next stage, the skinning process takes place, during which we apply and "tie" the skeleton and the bones that we have made with the skin and the structure of the 3D model of the character.

To complete the design of the 3D character, the following steps should be done (indicatively):

1. mapping on the 2D surface of the model UVs (uv mapping),
2. rendering texture and surface material of the 3D model (texturing),
3. directing and composing a plan (staging),
4. 3D animation, and
5. lighting - creating 3D effects.

A graphics rendering engine such as OpenSceneGraph or Unity 3D will be used for real-time graphics performance.

**4 SYSTEM EVALUATION**

The whole system’s success will be based on the evaluation of its subsystems’ performance, assuming some criteria, the main of which are presented next. The first criterion will concern the exhibit localization by measuring the deviation from the actual position. Another one will assess the visitor’s query recognition (i.e., the creation of targeted answers to questions, the response time, the retraining time of the language recognition model, the visitor’s grade, the recovery and communication mechanisms with users, in case of failures, the ease of use and learning of the system, etc.). The avatar will be evaluated based on user-friendliness and rendering time.

**5 CONCLUSIONS**

We have introduced the basic concepts behind the SignGuide project. Also, the basic elements of the proposed architecture and the principles of their implementation have been presented. In the near future, we are going to begin the implementation and the experimentation with real users. There are a lot of challenges to deal with, the most obvious being the modeling and translation of the continuous SL in real-time and the rendering of the SL into an avatar.
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